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Abstract- On the authority of human realization, the process of partitioning an image into non-overlapping and meaningful parts is 

called image segmentation. One of the traditional and conventional implementations of image segmentation is Brain MRI 

segmentation. In most cases, the MRI segmentation procedures are based on clustering approaches and according to the literature 

studies FCM based algorithms are more noticeable among other methods. Due to some drawbacks of FCM algorithm, like its weak 

function in the presence of noise, random initial values and easily falling into local optimal solution research have been trying to make 

some improvements on FCM algorithm. There are plenty of novel FCM based algorithms and In this work, we have implemented 

two FCM based algorithms (ARKFCM, SFCM2D) with different types of brain MRI images and compared them with conventional 

FCM to see which one has the better performance on the images with and without noise.  Results are shown in the form of segmented 

images, and they demonstrate that ARK-FCM shows a better performance in keeping the details and being more resistant in working 

on noisy MRI images. 
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1. Introduction 

  Clearly, the foremost aim of image segmentation is 

dividing an image into different but uniform elements based on 

some similitude measure for the subsequent analysis. Different 

applications of image segmentation consist of remote sensing, 

image analysis, computer vision and medical image processing 

and autonomous driving. 

  Among the variety of applications of image segmentation, 

MRI image segmentation has  attracted the attention of 

researchers due to its importance in medical science. Therefore, 

in recent years this field has become more imperative.  

  The methods of Image segmentation can be grouped into 

different types involving Thresholding, Model-based methods, 

edge detection, Region growing, and clustering, Neural 

Network-based approaches, and to name but a few. The most 

commonly used segmentation procedures depend on clustering 

approaches. Like segmentation, the aim of clustering is to create 

groups named clusters and put data with similar traits into them. 

   In general, clustering has two subgroups named Hard 

Clustering and Soft clustering Figure. 1 presents the general 

categories of data clustering.  Every data point is a member of 

one cluster or not in hard clustering. Rather than locating data 

points in a single cluster, in soft clustering, there is a 

membership degree with the help of which data points could be 

assigned into different clusters. Soft clustering is also named 

fuzzy clustering and allows each data point pertained to be more 

than a single cluster.  

 

 
 

Fig. 1. Clustering Methods 
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Hard Clustering uses some information like the spatial location 

of pixels and brightness. It is obvious that this method does not 

have the capability to divide image regions that have similar 

pixel intensity by taking into account just their pixel intensity 

because the pixels of an image is highly correlated with the 

pixels in their neighbourhood and they have almost the same 

features most of the times. 

 

 
Fig. 2. Clustering methods 

Mostly, in real-world applications, there is not any crisp and 

exact border between clusters. Therefore, fuzzy clustering is 

most of the time proper for categorization of the data in the 

decision-based usages such as tumour discovery, tissue 

classification etc. Classifying the pixel values like exact borders 

between substances in an image that do not exist, is among one 

of the most intricate procedures in image analysis. Image 

segmentation with fuzzy clustering method overcomes this 

problem by providing a measure of classifying pixel quantities 

with good accuracy. Figure 3 shows how fuzzy clustering 

algorithms do segmentation on images. 

The privilege of Fuzzy systems is that they can easily be 

understood and used as the membership function separates the 

dataset appropriately. Many applications in the literature do not 

have this property [3]. 

There are tens of known clustering algorithms, but just a few 

of them are used significantly. Algorithms like those that are 

based on Connectivity models and as the name depicts, they 

work relying on the impression of nearer data points in data 

space show that they are similar to each other more, compared 

to the further ones. 

Next, algorithms that use Centroid models. They are 

iterative and the concept of resemblance in them is derived from 

how much the data point is close to the centre of the cluster. K-

means algorithm is a desirable example of this group. 

The other well-known algorithms are based on Distribution 

models that show the probability of happening for all data points 

in a group have the matching dispersal. Eventually, the last 

category is based on Density and data space is explored by these 

models for the varied density of data points. 

One of the well-known algorithms in the field of image 

segmentation is the FCM (Fuzzy C-means) algorithm which 

follows soft clustering and belongs to the category of centroid 

models. It has strong specifications for ambivalence and can 

save information more than hard clustering approaches [3]. 

 

 

 

Fig. 3. Steps of Fuzzy Clustering algorithm 

The present work focuses on MRI images segmentation 

based on FCM, and FCM based algorithms. MRI brain images 

are more commonly used in image segmentation and brain 

diagnoses.  

 

 
Fig. 4 FCM Applications 

 

 FCM was proposed by Dunn [3]. Later Bezdek modified it 

[10]. In literature, there are several other algorithms that have 

been proposed to make improvements on classical FCM. 

These algorithms are grouped into two subgroups: the first 

group adds the spatial information to the FCM algorithm [4] and 

the second group uses a dissimilarity index that eliminates the 

problem of intensity variation in the objective function in FCM 

algorithm [3]. 

 

1.1 Literature review 

 

 [1] Proposed a new meta-heuristics collaboration attitude 

utilizing the Genetic Algorithm (GA) also Biography based 
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Algorithm (BBO), and Firefly Algorithm (FA). Empirical 

outcomes indicate that the proposed method has improved the 

function of the conventional FCM algorithm. 

 [2] This study has modified the objective function of the 

standard FCM with a penalty term that includes the affection of 

the adjacent pixels on the centre pixel. The performance of the 

proposed algorithm appears to be effective and robust in 

comparison with some other derivations of FCM algorithm. 

 [3] Demonstrates an assessment of contemporary image 

segmentation methods that use fuzzy clustering algorithms. Four 

algorithms including Novel fuzzy C-Means (NFCM), Fuzzy 

Local information C-Means (FLICM), and enhanced Spatial 

Fuzzy C-Means. 

 [6] Presents a fast-robust kernel space fuzzy clustering 

segmentation algorithm by mapping the sample in the space to a 

feature space with high dimensions through a kernel function. 

Then current pixel with its neighbour pixels are combined and 

an image that is linearly weighted filtering is derived. The 

proposed method separates liver tumours from stomach CT 

volumes properly. 

Clustering is reviewed and compared. 

[8] This paper presents a method for image segmentation 

that is based on Dynamic Particle swarm optimization (DPSO) 

and conventional FCM algorithm. 

DPSO has the advantage to learn the parameters 

dynamically. The proposed method combines FCM with DPSO 

while it uses the benefits of global optimization, also includes a 

system to reduce the noise based on neighbouring pixels.  

A modified Fuzzy C-Means clustering algorithm called 

Gaussian Kernel-Based Fuzzy C-Means clustering algorithm is 

proposed by [9]. Its main goal is to guarantee noise 

insensitiveness and preserving image details. It clusters the 

image with noise from the area with low-intensity in 

homogeneity.  

  [10] Is a survey on recent fuzzy c-means algorithms 

including the Gaussian-Kassel algorithm and the Gath-Geve 

algorithm and FCM algorithm. 

 [11] Proposes a novel clustering mechanism based on the 

fuzzy concept that enhances the unclear MRI/CT scan images 

before the segmentation. It does some processes before 

segmentation for minimizing the noise. Then, the computation 

of lower and upper membership levels for the images is done. 

[12] Optimization of fuzzy brainstorm for medical image 

segmentation is suggested. It is a combination of brainstorm 

optimization and fuzzy technique. 

 [4] Has completely explained the mathematical steps of 

FCM algorithm and tested on Brain MRI images to divide 

tumors inside the brain into four stages.  

[5] Suggests an Adaptively Regularized Kernel-based 

Fuzzy C-Means clustering framework for segmenting the brain 

MRI. for the local average grayscale, the structure is formed of 

three algorithms which are substituted with grayscales. 

For an improved medical image segmentation, a novel fuzzy 

level set algorithm is proposed [7]. It includes spatial 

information to the classic FCM algorithm.  

According to the related works [4], [5], [7] in this study, 

first, we implemented the ARK-FCM algorithm on the data set 

of 5 images with different features, which was used in the 

mentioned work [5]. Then one algorithm which adds spatial 

information to the FCM, and conventional FCM were 

implemented using the data set from work [5] and finally, all 

three algorithms were also tested with another data (image) 

without any noise and any weighted operation on it.   

2   Modelling and Formulation 

In this part we explain the algorithms which we have used 

in our work then we will delve into the steps of this project. 

2.1 Fuzzy C-Means (FCM) 

 

The first and main algorithm that we use for segmenting 

Brain MRI images is FCM algorithm. In the past years, many 

methods have been developed to improve medical images 

segmentation with the purpose of accurate diagnosis, but FCM 

was the most accurate on between other unsupervised learning 

methods. 

Our model passes through some steps as shown in figure 5: 

 First, the MRI image is imported to the system. Next, the 

preprocessing process prepares images to be segmented 

 

 
Fig 5. Image segmentation steps using FCM algorithm 

 

Then, the FCM algorithm is implemented and images are 

segmented. After that, images are converted to the same 

analogue image as shown in the steps explained below: 

2.1.1 FCM algorithm steps: 

 

Basically, FCM method in a mathematical model, which 

goes through some steps iteratively until it puts all similar data 

points inside clusters. 

Image Data Acquisition

Preprocessing

Fuzzy C-Means Clustering

Output Segmented Images
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 Cluster heads can be chosen randomly or using some 

functions. In this work, we start the first step by choosing 

random values for cluster heads using the membership matrix. 

After choosing cluster heads, constraints are calculated for each 

cluster using the equation: 

(1)                     

 

 

   Next, the distance (Di) is calculated for each cluster: 

                                                                           (2) 

 

Finally, the membership values are updated. 

 

(3) 

 

As we already knew FCM does not include spatial 

information of the pixels and this makes the algorithm sensitive 

to noise also other artifacts appear.  

In addition, since FCM algorithm is based on pixel intensity 

exclusively, it makes the algorithm sensitive to the variation of 

intensity in the geometry or illumination of the object.  

Furthermore, choosing the cluster heads randomly in the 

initial step does not seem rational also experiments show that, 

FCM falls into local optimum solutions easily.                                

    Therefore, we looked for some other FCM based 

algorithms which overcome these drawbacks and compare them 

with the conventional FCM. 

2.2 Spatial Fuzzy Clustering algorithm (SFCM) 

 

This method automates the initial step, choosing and 

configuration of parameters of the level set segmentation, with 

a spatial fuzzy level set algorithm. It uses a conventional FCM. 

One of the downsides of FCM is that often image noise takes 

down the proficiency of the algorithm because of the lack of 

spatial information, so it would be noteworthy to incorporate 

spatial information into a FCM. 

The spatial function is defined as: 

 

(4) 

 

where NB(xj) represents a square window centred on pixel xj in 

the spatial domain. 

The spatial function is incorporated into the membership 

function as follows: 

 

 

(5) 

 

 

Where p and q are parameters to adjust the relative significance 

of both functions.   

2.3 Adaptively Regularized Kernel-Based Fuzzy 𝐶-Means 

Clustering (ARKFCM) 

 

This method consists of three steps:   

First introduces a parameter for regularizing to enhance 

segmenting also preserving the detail of the image. The second 

devises an image that is weighted, and lastly includes the 

Gaussian radial basis function (GRBF) for higher accuracy.   

- Regularizing parameter 

The local variation coefficient (LVC) is calculated to 

approximate the grayscale variance in the local window.  

(6) 

  

Then, we apply the LVC to the Exponential function for 

getting the weighted image: 

 

(7) 

 

(8) 

 

 

every pixel is assigned with an ultimate weight to be related with 

the local window average grayscale: 

 (9) 

 

 

 

 

3 Experimental Results: 

In this part implementation results of three algorithms are 

provided. FCM, SFSM2D, ARKFCM algorithms implemented 

on different MRI images detailed in table below, also the same 

implementations are done on MRI image which is without noise 

and weighted operation on it. Table. 1 presents the data which is 

used in this works.
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Table 1. Dataset and information about data 

Name of image explanation size 

no720_100S T1-weighted sagittal slice-with 7% noise and 20% 

Grayscale corruption 

[181×217 double] 

Brats1 T1-weighted axial slices  [240×240 double] 

Brats2 T1-weighted axial slices [240×240 double] 

no720_100A T1-weighted sagittal slice -with 7% noise and 20% 

grayscale corruption 

[217×181 double] 

rice10_91A T1-weighted axial slice- with 10% Rician noise [217×181 double] 

 

The results of the implementation are shown in the figures below.  

 

Fig. 6. Comparing of segmentation results for Brats1 image, respectively from left to right: The original image, ARKFCM 

segmentation result, FCM segmentation result, SFCM2D segmentation result 

 

Fig. 7. Comparing of segmentation results for Brats2 image, respectively from left to right: The original image, ARKFCM 

segmentation result, FCM segmentation result, SFCM2D segmentation result 

 

Fig. 8. Comparing of segmentation results for no720_100A image, respectively from left to right: The original image, ARKFCM 

segmentation result, FCM segmentation result, SFCM2D segmentation result 



INTERNATIONAL JOURNAL of ENGINEERING SCIENCE AND APPLICATION  
F. Jamalinabijan et al., Vol.5, No.4, December, 2021 

117 

 

 

Fig. 9. Comparing of segmentation results for no720_100S image, respectively from left to right: The original image, ARKFCM 

segmentation result, FCM segmentation result, SFCM2D segmentation result 

 

Fig. 10. Comparing of segmentation results for rice10_91A image, respectively from left to right: The original image, ARKFCM 

segmentation result, FCM segmentation result, SFCM2D segmentation result 

 

Fig. 11. Comparing of segmentation results for MRI image which is without noise and weighted operation, respectively from left 

to right: The original image, ARKFCM segmentation result, FCM segmentation result, SFCM2D segmentation result. 

4 Future Work and Conclusion 

Segmentation is a significant part of image analysis, 

hence the field of research is ongoing although a wide 

literature is available. In this study ARKFCM algorithm was 

implemented on data set of 5 images with different features, 

we used this data set and implemented ARKFCM and two 

other algorithms (FCM, SFCM2D) on this data set and 

another type of MRI image without noise and not weighted, 

then compared segmented results of these three algorithms 

and concluded the ARKFCM algorithm has better 

performance for any type of image, also FCM has better 

performance for Brats1, Brat2, no720_100A, no720_100S 

images, instead SFCM2D algorithm has better performance 

for rice10_91A image and image without noise and not 

weighted. The  methods used in this study are practicable for 

the evaluation of MRI images and in the future can be 

implemented on other types of medical images like CT. In 

addition, being sensitive to severe noise might be resolved by 

implanting an edge detection technique within the clustering 

process. 
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